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E Study 1: Exploring Design Strategies for Al Supportin Study 2: Understanding Writers’ Perspectives on Preserving
Human-Al Collaborative Writing Research Agency and Ownership during Al-Assisted Writing
RQ1: What design strategies are used or suggested in RQ2: Which writing processes do writers consider
existing Al-assisted writing research and how are they @ essential to control to maintain their sense of agency and
distributed across writing processes and contexts? o hip during Al isted writing?
@ Conducted a systematic review of 109 HCI papers (2018-2024), @ Conducted semi-structured interviews with 15 writers from
filtered from 1,676 records using the PRISMA approach. diverse domains and varying levels of prior Al experience.

+

Classified papers across four core writing processes (planning, Characterized key themes describing what writers want to own
@ ing, reviewing, and itoring) and five writing contexts @ when ownership matters to them and how Al interactions
(academic, creative, formal, personal, and general). shape ownership during writing.

Synthesized findings into four overarching design strategies Analyzed the extent to which design strategies in the literature
@ (structured guid: guided exp. ion, active iting, critical @ align with or deviate from what writers demand across different
feedback) that span across processes and contexts. processes and contexts.
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% Aligning Design Strategies with Writers’ Perspectives to Inform the Development of Human-Centered Al Writing Tools

We see encouraging alignment between HCl and ...but a critical distinction emerges: writers’ Monitoring is a crucial yet underexplored cognitive
CSCW research and writers’ concerns across key ownership preferences vary by writing context— process in Al-assisted writing—future research
contextual factors—time, trust, task importance, form-centric writers prioritize control over style and should support writers in managing their own work
and confidence—that shape preferences for Al revision, while content-centric writers focus more on while overseeing Al-driven decisions through explicit
assistance.... planning and ideation. controls for modulating Al involvement.

Fig. 1. Research Overview: We present two interrelated qualitative studies exploring how to design for
human agency in Human-Al Collaborative writing. (1) Study 1: A systematic review and thematic
analysis of 109 papers (2018-2024), filtered from over 1,600 records in the Human-Al collaborative writing
literature using the PRISMA methodology; (2) Study 2: A semi-structured interview study with 15 writers
representing diverse writing genres, Al familiarity levels, and experience with generative Al tools.

As generative Al tools like ChatGPT become integral to everyday writing, critical questions arise about how
to preserve writers’ sense of agency and ownership when using these tools. Yet, a systematic understanding
of how Al assistance affects different aspects of the writing process—and how this shapes writers’ agency—
remains underexplored. To address this gap, we conducted a systematic review of 109 HCI papers using
the PRISMA approach. From this literature, we identify four overarching design strategies for Al writing
support-structured guidance, guided exploration, active co-writing, and critical feedback—mapped across the
four key cognitive processes in writing: planning, translating, reviewing, and monitoring. We complement
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this analysis with interviews of 15 writers across diverse domains. Our findings reveal that writers’ desired
levels of Al intervention vary across the writing process: content-focused writers (e.g., academics) prioritize
ownership during planning, while form-focused writers (e.g., creatives) value control over translating and
reviewing. Writers’ preferences are also shaped by contextual goals, values, and notions of originality and
authorship. By examining when ownership matters, what writers want to own, and how Al interactions shape
agency, we surface both alignment and gaps between research and user needs. Our findings offer actionable
design guidance for developing human-centered writing tools for co-writing with Al on human terms.

CCS Concepts: « General and reference — Surveys and overviews; - Human-centered computing —
Collaborative and social computing; Interaction design; » Computing methodologies — Artificial intelligence.

Additional Key Words and Phrases: Al-Assisted Writing, Human-Centered Al, Large Language Models

1 Introduction

As Large Language Models (LLMs) grow more powerful and pervasive, Al tools like ChatGPT
have become integral to the modern writing process. Computers are evolving from mere tools
to collaborative companions, raising concerns about the encroachment of writers’ co-creative
boundaries [9], eroding their agency and ownership over the writing process [73, 74]. At the
same time, Al tools have proven to be remarkably helpful to writers, augmenting their capabilities
across the composition gamut ranging from brainstorming and ideation [112, 119], to editing
and revision [72, 104]—-and everything in-between [84]-making it impractical to abandon this
technology altogether.

One way to address the tension between ensuring human control and increasing automation
[118] is to examine how existing and proposed Al-assisted writing systems in the Human-AI
collaborative writing literature support distinct cognitive processes in writing [35], and whether
that support encroaches on what writers consider to be central to preserving their sense of agency
(i.e., their perception of control and autonomy over the writing process), ownership (i.e., their
feeling of personal investment in and attribution of the final text), and task delegation (i.e., their
choice about which writing subtasks to assign to Al, based on which cognitive processes they
consider essential). Writers must maintain agency over the cognitive processes they value most
through careful task delegation in order to preserve their sense of ownership over the final text.
However, despite the unprecedented pace at which the Al-assisted writing research has grown
over the past few years, there is currently no systematic understanding of what cognitive processes
are being supported in numerous Al-assisted writing tools, what strategies are being used to
offer that support, and how those strategies align with user perspectives across different forms of
writing. Furthermore, these strategies have largely been evaluated from a usability and efficiency
perspective [10], treating writing as a single task centered on optimization, with limited attention
to preserving human agency through effective Human-AlI collaboration [5] and across its distinct
cognitive processes [35].

In this work, we explore whether recent research on Human-AlI collaborative writing aligns with
user needs, shifting the focus away from output-oriented concerns like productivity toward human-
centered considerations—particularly how to preserve writers’ sense of agency and ownership
when collaborating with Al To investigate this, we ask two research questions:

e RQ1: What design strategies are used or suggested in existing Al-assisted writing research,
particularly in terms of interaction models and the intended use of Al outputs, and how are
these strategies distributed across writing processes and writing contexts?

e RQ2: Which cognitive processes do writers consider essential to control in order to maintain
their sense of agency during Al-assisted writing, and how do user situations, writing
contexts, and Al interaction types shape their perceptions of ownership?
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To answer RQ1, we conducted a systematic review and meta-analysis of 1,676 papers in the
Human-AI collaborative writing space from 2018-2024. We first analyze the systems developed
or proposed in recent Human-AlI collaborative writing literature, then classify them according
to distinct thinking processes involved during composition, as outlined in Flower and Hayes
cognitive process theory of writing [35]. Then, to answer RQ2, we interviewed 15 writers across
diverse domains, exploring how Al affects their sense of control and creative ownership across
different writing processes. We then synthesized findings from both studies, revealing encouraging
alignments as well as notable gaps between current Al writing support systems and writers’
expressed needs. Figure 1 provides an overview of our research approach.

Our synthesis offers actionable guidance for designers, highlighting specific areas and methods of
Al support that prioritize user agency. Rather than supporting all aspects of writing indiscriminately,
our work helps focus design efforts on features that meaningfully preserve writers’ sense of control
and ownership. Grounded in these findings, our contributions to the CSCW Human-Centered Al
community include:

e The first comprehensive study on designing for human agency in Al-assisted writing,
combining a systematic review of post-generative Al research with a user-centered analysis
of how writers seek to preserve ownership and originality.

o A detailed characterization of four overarching design strategies for Al writing support,
grounded in writers’ perspectives on when ownership matters, what they want to own, and
how Al interactions shape that ownership.

e Actionable design guidance for CSCW and HCI researchers developing Al writing tools,
including concrete recommendations for supporting writer agency across the cognitive
processes of writing. Our work informs future systems that foreground meaningful Human-
Al collaboration, rather than automation alone.

2 Background & Related Work

This section provides the theoretical and empirical foundation for our study. We begin by justifying
our selection of the Flower and Hayes cognitive process model as our analytical lens. We then
review the evolution of Al-assisted writing systems, followed by a discussion of how these systems
affect writers’ sense of agency and ownership over the writing process.

2.1 Theories on Writing Processes

Early conceptualizations of writing processes by Rohman [108] focused on the temporal evolution
of written documents. Rohman introduced a three-stage model emphasizing "pre-writing" — the
preparatory phase where writers engage in thinking and analysis to discover patterns in their
subject matter. This stage, followed by "writing" and "re-writing,’ was seen as essential for producing
what Rohman termed "good writing" (i.e., text that makes original and insightful contributions).
While groundbreaking, this linear approach would later be challenged by more dynamic models.
Flower and Hayes [35] reconceptualized writing as a set of cognitive processes that writers deploy
dynamically rather than in temporal stages. Their model identifies four primary processes: planning
(i.e., constructing internal representations of knowledge through generating ideas, organizing
ideas, and goal-setting), translating (i.e., transforming structured information into linear prose),
reviewing (i.e., evaluating and revising text according to established goals), and monitoring (i.e.,
overseeing, regulating, and coordinating the writer’s cognitive activities, such as deciding when to
shift between planning, translating, and reviewing, and ensuring alignment with writing goals).
These processes operate within a task environment that includes the rhetorical problem and the
emerging text, drawing upon the writer’s long-term memory for topic knowledge and audience
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awareness. The processes form a hierarchical network where writers can move between processes
at any time, or between high-level and local operational goals.

Nystrand [91] expanded the theoretical landscape by incorporating social dimensions into
writing process analysis. His framework emphasizes writing as a communicative event where
meaning is actively constructed between writer and reader within discursive communities. Nystrand
argued that skilled writers anticipate readers’ expectations and manipulate their text to establish
a temporarily-shared social reality. Hayes and Nash [49] detailed the cognitive architecture of
planning, including planning by abstraction, analogy, and modeling. Kellogg [60] explored the role
of working memory in writing processes, while Hayes [48] expanded the original Flower and Hayes
model to encompass social and physical environments, affect, and motivation. These contributions
added depth to specific aspects of the writing process while building upon earlier foundational
frameworks.

Our analysis employs the Flower and Hayes (1981) [35] model as our primary theoretical lens for
several reasons. First, it provides a comprehensive process model that describes writing behaviours.
Second, its processes provide an analytical framework sufficient for examining the collaborative
writing process between humans and Al systems. While Nystrand’s model analyzes the social
relationship between writer and reader, our research focuses on the collaborative interactions
during writing, i.e. how humans and Al jointly engage in planning, translating, reviewing, and
monitoring processes. The Flower and Hayes model allows us to examine how these cognitive
processes are distributed and negotiated between human writers and Al systems during composition.
Compared to other writing process theories, the Flower and Hayes model maintains an optimal
balance between sophistication and analytical utility for our specific research context.

2.2 Al-Assisted Writing

Research on Al-assisted writing systems traces back to early implementations focused on creative
writing support. Pre-transformer [129] systems like Creative Help [107] and Say Anything [125]
utilized case-based reasoning and story repositories to generate context-aware sentence suggestions.
Clark’s [24] work examining user experiences with Al writing prototypes revealed that while
participants found Al collaboration satisfying, the resulting text quality did not surpass that of
unaided human writers. These early systems laid the groundwork for understanding both the
potential and limitations of Al writing assistance.

The emergence of transformer-based large language models in 2017 catalyzed research into
Al writing assistance. In creative writing, researchers have developed systems supporting story
writing [142], playwriting [83], and character development [99, 111]. New systems support higher-
level writing tasks such as prewriting [133], and generating perspective-specific feedback [7].
Specialized creative applications have emerged for tasks including metaphor generation [62],
collaborative storytelling [89], and personal diary writing [65] as well as auxiliary creative tasks
such as caption generation [59], title creation [92], and writing reflective summaries [26]. Technical
writing applications have focused on enhancing accessibility and supporting specialized writing
tasks, including peer review [132], literature reviews [20], and writing support for users with
dyslexia or stuttering [40, 43].

User studies reveal complex dynamics in how writers interact with and perceive Al writing assis-
tance. At a system interaction level, the design of Al suggestions significantly impacts user behaviour
and output: sentence-level suggestions promote original content creation, while paragraph-level
suggestions improve efficiency [36]. Writers’ engagement with Al assistance is also influenced by
their personal values and goals. Writers show varying receptivity to Al support based on their
confidence levels, demonstrating higher acceptance in areas where they lack expertise [9], and
their desires for support are closely tied to their perception of support actors and personal values
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[39]. Moreover, this Human-Al writing relationship raises important concerns. Studies by Jakesch
et al. [57] and Poddar et al. [98] reveal that biased Al models can influence not only the resulting
text but also users’ own opinions. While users often value Al writing assistance highly, particularly
for creative tasks [77], professional writers note persistent challenges with Al systems’ ability to
maintain consistent style and voice [54]. These findings highlight a central tension: as Al writing
systems become more sophisticated, they must balance providing assistance while preserving
authenticity and agency.

2.3 Agency and Ownership in Al-Assisted Writing

Recent research has examined how AI writing assistance affects users’ sense of agency (i.e., their
perception of control and autonomy over the writing process) and ownership (i.e., their feeling of
personal investment in and attribution of the final text). Studies have shown that writers’ sense of
agency is significantly impacted by the level and type of Al intervention in the writing process.
Robertson et al. [106] found that autocomplete suggestions could threaten users’ autonomy. Simi-
larly, Dhillon et al’s [29] research demonstrated that while next-paragraph suggestions improved
writing quality, longer Al text completions decreased satisfaction by undermining writers’ indepen-
dence. This finding aligns with Draxler et al’s work [33], which showed that increased Al support
corresponded with decreases in users’ perceived control.

The relationship between Al assistance and text ownership is influenced by multiple factors,
particularly professional context and writing purpose. Lee et al. [74] identified a direct correlation
between self-reported ownership and the proportion of user-written versus Al-generated text.
Biermann et al. [9] found that storywriters who emphasized the expressive and emotional value of
writing insisted on maintaining direct control over translation, viewing this control as essential to
preserving their writerly identity and integrity. Gero et al’s research [39] revealed that the idea
generation phase can particularly threaten ownership, with some writers considering the struggle
with writer’s block as integral to their writerly identity.

Several studies have identified factors that influence users’ sense of agency and ownership in
Al writing systems. Kobiella et al. [69] found that participants who viewed Al as an enhancement
tool rather than a replacement reported stronger feelings of accomplishment and ownership, while
those who perceived their contributions as minimal experienced diminished ownership. Rezwana
et al’s [105] work highlighted that ownership perceptions depend on both contribution levels and
leadership in the writing process, suggesting that interaction designs that maximize user agency
can enhance ownership. Through a thematic analysis of Human-Al co-creation discussion threads
on reddit, Xu et al. [140] surfaced the themes of involvement, sense of infringement, and notion of
legal agreements as most relevant in developing a sense of ownership. These findings indicate that
maintaining user agency and ownership requires careful consideration of interaction design, user
control mechanisms, and the balance between Al support and user autonomy.

These investigations have demonstrated the need for continued focus on users’ senses of agency
and ownership when writing with Al Previous work on ownership in HCI, such as Kuzminykh
& Cauchard’s framework [71], has explored ways to develop a theoretical conceptualization of
ownership in a traditional HCI context. However, there are currently no broad reviews of the
Al-assisted writing research landscape that have evaluated HCI researchers’ and system designers’
strategies against users’ needs for preserving their agency and ownership throughout their writing
process.

3 Study 1: Reviewing Writing Process Dimensions in the Literature

To answer RQ1: “What design strategies are used or suggested in existing Al-assisted writing
research, particularly in terms of interaction models and the intended use of Al outputs, and how
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are these strategies distributed across writing processes and writing contexts?”, we conducted a
PRISMA systematic literature review on the ACM Digital Library database, and coded the resulting
paper dataset, guided by the Flower & Hayes Cognitive Process Theory of Writing [35] and writing
contexts, interfaces, and interactions enumerated by Lee et al. [73]. We then performed thematic
analysis [12] on the coded dataset in order to identify design strategies characterized by different
interaction models, levels of Al support, and treatment of Al outputs. Finally, we coded the systems
in our dataset by strategy in order to determine the distribution of the strategies across writing
processes and contexts.

3.1 Methods

We conducted a systematic literature review following PRISMA guidelines [93] to identify and
analyze research on Al writing support systems. PRISMA (Preferred Reporting Items for Systematic
Reviews and Meta-Analyses) is a series of systematic review guidelines that are intended to improve
the reporting and replicability of scientific literature reviews and meta-analyses. Our review focused
on papers published between 2018-2024, corresponding to the emergence and widespread adoption
of transformer-based language models [129]. This period is marked by the explosion of Al research
in HCI, visible in the publishing dates of papers in our dataset Figure 2a.

3.1.1  Query Construction. We developed our search query through an iterative process, beginning
with a set of seed papers and expert knowledge in the field. We expanded our initial keyword list
through multiple refinement cycles. The final search query combined writing-related terms with
Al-related terms in order to capture as many potentially-relevant papers as possible:

("writing" OR "writer" OR "write" OR "collaborative" OR "collaboration"
OR "collaborate" OR "collaborating" OR "author" OR "authors" OR
"creativity support" OR "co-creation" OR "co-writing") AND

("AI" OR "language model" OR "artificial intelligence" OR "generative"
OR "chatbot" OR "natural language processing" OR "NLP" OR "LLM" OR
"digital assistant")

3.1.2  Exclusion Criteria. We limited our review to peer-reviewed papers published in English,
including journal papers, conference proceedings, and extended abstracts. We developed four
primary exclusion criteria:

EC1. Papers where Al interaction is not providing Al-assisted writing support, defined as Al
writing with a user to create a natural language written artifact.

EC2. Papers presenting purely technical, backend, or algorithmic contributions without user
interaction.

EC3. Papers focusing on non-natural language output formats (i.e., code or images exclusively).

EC4. Papers that did not present a user study, artifact or system contribution, theory or conceptual
framework, or systematic review.

3.1.3 Database Selection. To determine the optimal database for our review, we conducted a
preliminary analysis across multiple digital libraries. We systematically sampled 100 papers from
each of ACM Digital Library, IEEE Xplore, Taylor & Francis, and Wiley by using a random sampling
to select papers from search results for our query with 2018-2024 publication dates. We then
applied our exclusion criteria to these papers’ titles and abstracts. This preliminary assessment was
designed to evaluate the concentration of relevant literature across databases. The ACM Digital
Library yielded significantly more relevant results (11%) compared to IEEE (2%), Taylor & Francis
(3%), and Wiley (3%). Given this substantially higher concentration of relevant publications, we
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determined that the ACM Digital Library would provide the most comprehensive and targeted
corpus of literature addressing our research questions.

<
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(a) Distribution of papers by year, color-coded by HCI  (b) PRISMA flowchart illustrating the paper selection
contribution type, highlighting the rapid growth of  process for Study 1, including identification, screen-
Al-assisted writing research following the introduc-  ing, eligibility, and inclusion of 109 papers from an
tion of transformer-based language models. initial set of 1,676 records.

Fig. 2. Study overview: distribution of selected papers and paper selection process.

3.1.4 Screening Process. Our initial search yielded 1,676 papers. One researcher conducted the
initial screening, applying our exclusion criteria to titles and abstracts, which identified 219 papers
for full-text review. To ensure reliable coding, we conducted an inter-rater reliability test on a
random sample of 25 papers from this set. Two researchers independently coded these papers based
on the full text, achieving a Cohen’s kappa of 0.84, indicating strong agreement[82]. We resolved
disagreements through discussion and consensus with a third researcher.

Following the confirmation of inter-rater reliability, we divided the remaining papers between
two researchers for independent full-text review. This process resulted in the exclusion of 110
papers: 71 for not providing co-writing support (criterion 1), 10 for purely technical contributions
(criterion 2), 15 for non-natural language output (criterion 3), and 14 for not meeting our paper
type criteria (criterion 4). Our final dataset comprised 109 papers. Figure 2b provides an overview
of the paper selection process.

3.1.5 Analysis. We employed a codebook thematic analysis approach, developing our initial codes
from Flower & Hayes’ cognitive process model [35] and Lee et al’s design space framework [73].
This complete codebook can be found under our supplementary materials. Following King & Brooks
[67] and Braun & Clarke [12] we established our coding framework early in the process allowing
us to inductively identify rich qualitative themes from the data.

3.2 Study 1 Findings

We first describe how writing support in the literature varies across five writing contexts, high-
lighting differences in the goals, users, and processes emphasized in each. We then introduce four
overarching design strategies that characterize how systems support writers across these contexts,
each with distinct implications for agency, task delegation, and interaction design.
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Cognitive Processes Writing Contexts
Academic ‘ Creative ‘ Formal ‘ Personal ‘ General
Generating | [13, 20, 87,|[9, 11, 22, 24, | [6, 8, 32, 36, | [6, 15, 25, 29, | [8, 14, 18, 25,
Planning 112, 116, 122] | 27, 37, 39, 41, | 38, 44, 62] 58, 65, 74, 77, | 30, 37,75, 104,
52, 53, 59, 63, 117,135, 144] | 123]
70, 74, 77, 83,
89, 92, 96, 99,
100, 111, 113,
121, 128, 133,
135, 142]
Organizing | [3, 20, 26, 103, | [9, 22, 41, 56, | [32,56,62,66] | [57, 65,79, 98, | [30, 43, 79,
112, 116, 124, | 66, 70, 111, 117, 131, 135, | 104, 123]
126, 134] 121, 133, 135, 144]
139, 142]
Goal-setting | [7, 20, 103, | [9, 39, 70, 99, | [81] [7, 15,58, 144]
126, 130] 128, 141]
Translating [13, 20, 21, 31, | [9, 11, 22, 27, | [8, 36, 38, 45, | [15, 34, 57, 58, | [8, 79, 123]
42,76, 94, 116, | 39, 41, 52, 53, | 62, 80] 65, 77, 79, 80,
122, 124] 63, 77, 92, 96, 144]
121, 141]
Review Evaluating | [4, 7, 20, 55, | [11, 19, 39, 50, | [88, 90, 106] | [7, 19, 61, 95, | [23]
eviewing 76, 97, 102,|78, 96, 135, 106, 131, 132,
110, 114, 116, | 138, 139, 141] 135]
120, 122, 126,
130, 132, 134]
Revising | [7, 13, 17, 20, | [11, 50, 142] [7, 79, 95, 132, | [30, 40, 43, 79,
28, 46, 51, 55, 137, 144] 104]
97, 114, 132]
Monitoring [103, 130] [78] [6, 109] [6] [23, 86]

Table 1. Mapping of cited papers to writing processes and writing contexts, based on our systematic review
of Al-assisted writing literature. The table reveals uneven research attention across cognitive processes and
contexts—for example, strong representation of Generating and Translating activities in Creative and Academic
settings, and limited focus on Monitoring across all contexts.

3.2.1

Writing Context Characteristics. In the following section we characterize our dataset by the

writing context where they offered support, based on contexts adapted from Lee et al. [73]. We
describe each writing context and how Al-assisted writing research supports each cognitive writing
process across them; we also report how many papers! were coded into each writing context, as

shown in Table 1.

(1) Academic (31 Papers). The Academic writing context includes papers that are focused on
research, analysis, or educational use. Papers in this context include topics such as assistance
with literature review [20, 134], peer review [87, 124], academic writing [13, 116, 122, 126],
and essay writing [3, 7, 26, 103, 130]. Al-assisted writing systems in this context are often
focused on structured skill development for the users. Support for planning processes
are typically intended to help users connect and structure their own ideas to accomplish

INote that the counts of papers do not add up to 109, the number of papers in our dataset. Although most papers only had a
single context, a small number spanned multiple contexts.
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(2)

©)

complex tasks [103, 126]. Translating support provides preliminary drafts or helps the user
to restructure their ideas in a different form (e.g., point form to prose), but encourages the
user to write and integrate ideas on their own [21, 122, 124]. Reviewing support is delivered
in qualitative form, such as suggestions or summaries [7, 114, 122]. Systems do not revise
the user’s text directly, instead recommending improvements to prompt the user to revise
the work themselves.

Creative (37 Papers). Creative writing papers focus on artistic expressions and narrative-
based texts. In the Creative writing context, topics include: story writing [9, 22, 24, 41, 66,
74, 92, 121, 142], collaborative storytelling with AI [70, 89, 141], including CSCW work on
Al support for human collaborative storytelling [113] and using dialects in creative writing
[136]. Other assistance includes character creation [99, 111], poetry [11], lyric generation
[100], writing screenplays [83], and design fiction [128]. Al also provides support with
rhetorical or stylistic elements such as forming metaphors [37] or learning vocabulary [96].
A focus of researchers in this area is conducting empirical studies with writers to discover
their writing strategies and requirements for support [9, 39, 53, 63, 77, 133]. Support for
planning takes the form of generative ideation, usually presented as suggestions [74, 135],
although some systems have a more equal and collaborative storytelling focus that weaves
the Al ideas into the story text [70, 92]. Support for translating often occurs simultaneously
with support for generating ideas, creating narratives or creative elements that blend the
user’s prior text with new ideas from the AI [22, 41]. Support for reviewing features a mix of
quantitative and qualitative feedback, with a focus on the Al evaluating text and providing
suggestions rather than revising it directly [20, 126].

Formal (16 Papers). The Formal writing context represents professional, standardized
modes of writing, characterized by structured forms, limited use of personal or emotional
expression, and purpose-driven tasks that entail specific communicative goals. Al support
from papers in this context is focused on topics like enhancing productivity [6, 81], writing
business emails or reports [36, 80, 88], reviews [8], professional design problems [32],
copywriting [66], document analysis [56], clinical use [45] and creating solutions to business
problems [44]. Planning support in this context is focused on extending and organizing
the user’s ideas, often through analogies and cross-domain reasoning [38, 62]. Translating
support is focused on writing efficiency, enabling the Al to write in the same interaction
location as the user, or to make suggestions that are integrated directly in the text [8,
36]. Finally, reviewing support was limited, and focused on evaluation using quantitative
feedback like readability metrics [88], and visual feedback such as progress bars [90].
Personal (24 Papers). The Personal writing context concerns self-expression and sharing
one’s thoughts, feelings, and experiences. Compared to other contexts, it embraces informal-
ity, subjectivity, and authenticity. Writing tasks in this context include non-academic opinion
essay writing [6, 29, 74, 77, 131, 144], blog or social media posts [7, 15, 25, 57, 58, 79, 98, 117],
personal messages [64] and journaling [65]. Al support in this context is generally targeted
at lay users, emphasizing ease-of-use. Planning and translating support are intermingled due
to the frequent use of longer Al outputs that directly ideate and write for the user, though
these are generally presented as suggestions in order to preserve the user’s engagement
with the text [15, 65]. We also see transformation of user inputs between modalities like
speech to text or visuals to text [79, 144], or between textual forms like keywords to prose
[65]. Reviewing support is typically provided through quantitative feedback, with a focus
on evaluation rather than direct revision [95, 132].

General (15 Papers). The General writing context contains systems that are presented for
use in multiple contexts, or where the system design is not adapted to solving problems
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from a particular contextual domain. We also included systems that provide accessibility
support in this context. Writing tasks include dyslexia support [43], support for people with
speech impediments [40], writing both personal and professional emails [14, 18, 75], and
writing applications which are targeted at multiple contexts [8, 30, 79, 104, 123]. A recurrent
theme in planning and translating support in this context was the provision of interfaces
that enabled rapid iteration and organization of idea and text generations [79, 104, 123].
Systems commonly provided suggestions for revisions which could be integrated directly
into the writing area [14, 18, 75], aiding efficiency and idea exploration in the text.

3.2.2 Strategies for Al-Assisted Writing Support in HCI Research. Our analysis revealed four overar-
ching design strategies for Al writing support that span cognitive processes and writing contexts.
These strategies are distinguished by the AI’s role, intended user behaviors, interaction outcomes,
interface design, and usage of Al outputs. Systems can combine elements from multiple strategies
based on their supported writing processes and contextual requirements. Each strategy offers
varying support for writers’ sense of agency, ownership, and task delegation preferences across
different contexts.

(1)

$1: Structured Guidance. This strategy represents a scaffolding approach where Al sys-
tems function as writing coaches or tutors, guiding users through document development
while maintaining their autonomy and preserving agency. This strategy emphasizes active
skill development through structured practice rather than passive reception of Al-generated
content, typically requiring predefined writing tasks. The strategy comprises four key
components. Pattern Mapping focuses on developing connections and pattern recogni-
tion within existing content rather than generating new ideas, with Al systems helping
users locate patterns in their data and analyze potential suggestions. Sequential Devel-
opment denotes an iterative approach through drafts and milestones, where the system
guides users in adapting suggestions to build their writing capacity. Scaffolded Feedback
delivers assessments through structured templates, combining quantitative metrics with
clear evaluation frameworks, and encouraging the user to perform their own revisions.
Finally, Workspace Control employs user interfaces that physically separate Al and user
workspaces, ensuring users maintain control over textual changes while explicitly initiating
support requests at each stage of the writing process. Revisions utilizes proposals which
the user can reference, or analysis to help the user revise their text, which ensures the user
still contributes to the text. This approach respects writers’ need to maintain agency over
ideation and organizing, thereby preserving their sense of ownership.

S2: Guided Exploration. This strategy positions Al systems as facilitators that enable users
to actively explore and make connections within an idea space, with the Al functioning as
both map-maker and guide. This strategy supports both well-defined and ill-defined writing
tasks, emphasizing user engagement through iterative exploration and selection while
maintaining creative control. It encompasses four main components. Idea Navigation
implements a structured, self-directed approach that balances assistance with skill develop-
ment, focusing particularly on interfaces which allow users to swap between generations
to explore different approaches to their rhetorical problem. These systems enumerate the
idea space using ideas generated by the AL Output Variation denotes the provision of
multiple types of output by the Al (i.e., narrative elements like plot and creative elements
like dialogue), offering flexibility in AI generation. Systems directly replace user text in
the writing area, enabling users to evaluate revisions in place, with the option of using the
exploration interface to undo changes. Iterative Revision utilizes the map of the idea space
generated in exploration to both structure potential ideas and guide revision, facilitating an
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(4)

iterative model of exploration and refinement by the user. Proposal Integration maintains
user control by having the system present ideas and text generated by the Al as proposals.
The focus on exploration offers the user flexibility in how to integrate generations into the
artifact, with an emphasis on user-initiated Al output. This balances task delegation needs
by allowing writers to maintain agency over idea selection while delegating generation,
supporting their sense of ownership.

S$3: Active Co-Writing. This strategy establishes Al systems as active writing partners,
enabling a collaborative relationship where users selectively offload writing tasks while
maintaining editorial control over the final output, though with potential implications for
ownership. This strategy accommodates both well-defined and ill-defined tasks by support-
ing rapid iteration and efficient workflows. It consists of five primary components. Direct
Generation involves direct generation of substantial content (i.e., full drafts or long text
completions) intended for integration into the final artifact, encompassing both idea devel-
opment and formal aspects of the text. Content Conversion preserves user ideas through
various transformation types (i.e., foreign language translation, translating keywords to
prose). The transformation retains the user’s original meaning, utilizing the Al to deliver
that meaning in new forms. Efficiency Optimization denotes prioritization of speed and
usability through streamlined interactions, contrasting with skill-development approaches.
These are often deployed in Professional contexts where productivity is paramount. Turn-
based Creation denotes turn-based interactions through chat or collaborative storytelling,
facilitating human and AI creative input with automatic integration of Al contributions into
the final artifact. Finally, Result Ownership maintains user control through suggestion
selection and user-initiated Al output. However, unlike Proposal Integration, suggestions
are integrated directly in the final text which may challenge writers’ sense of agency by
blurring task delegation boundaries.

$4: Critical Feedback. This strategy positions Al systems as editors and organizers, fa-
cilitating a user’s reflective practice through structured feedback while maintaining a
deliberate separation between the creation and analysis phases, supporting clear task del-
egation boundaries. This strategy requires well-defined tasks to enable evaluation and
comprises four components. Unlike strategies that span the entire writing process, Crit-
ical Feedback represents a specialized approach where systems focus on reviewing and
evaluation, maximizing analytical depth through structured assessments. Qualitative Feed-
back implements anthropomorphized or less-structured interactions that simulate tutoring
scenarios through chat or natural language feedback. This method can provide revisions,
but typically requires manual integration of suggestions by users. Quantitative Analysis
provides structured assessments with a stronger focus on evaluation than revision, utilizing
numerical or visual feedback. Hybrid Evaluation combines qualitative and quantitative
approaches, using formal templates rather than conversational formats. This method offers a
balance of revision and evaluation support that protects users’ agency by requiring effort to
integrate into the text. Revision Guidance connects analysis and organization by offering
revision suggestions based on idea summaries and providing fine-grained tools for specific
revision tasks (i.e., merging, rewriting, summarizing). Analysis Separation maintains user
control through deliberate separation between Al output and user workspace, requiring
user-initiation of Al output, and introducing friction by requiring manual integration of
Al-proposed revisions. This design choice deliberately preserves the writer’s agency over
implementation decisions, reinforcing their ownership of the final text through strategic
task delegation.
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. S1: Structured Guidance . S2: Guided Exploration S3: Active Co-Writing . S4: Critical Feedback
Cognitive Processes Writing Contexts Total
Academic Creative Formal Personal General

Generating

S3: 5 systems (63%)

S3: 2 systems (67%) | S3: 8 systems (50%) S3: 18 systems (53%)

Planning Organizing
S3: 4 systems (50%) S3: 2 systems (33%)
3: 2 systems (40%) S3: 7 systems (29%)

Goal-Setting S3: 2 systems (50%) No systems
§3: 3 systems (75%) S3: 5 systems (38%)

Translating
S3: 4 systems (80%)
S3: 2 systems (50%) $3: 2 systems (40%) S3: 1 system (50%) 3: 9 systems (50%)

Evaluating No systems

S3: 4 systems (18%.
S3: 2 systems (18%) 3: 4 sys! (18%)
Reviewing
S3: 1 system (50%)
.
Revising No systems e (e
S3: 2 systems (40%) = S3: 4 systems (24%)
S3: 1 system (14%)
Monitoring No systems S3: 1 system (100%) = S3: 1 system (100%) No systems
S3: 1 system (33%)
Total

S3: 6 systems (40%)
S3: 4 systems (22%) 53: 10 systems (50%) | g5 systems (29%) S3: 4 systems (44%) | S3: 23 systems (37%)

Table 2. Distribution of systems by strategy across writing processes and contexts to show the prevalence of
each design strategy in the literature dataset. Cell colouring is proportional to the prevalence of strategies
deployed for systems in that cell, subject to a minimum height for readability. Systems could be coded to
more than one process or context.

We applied our strategy framework to code the papers presenting system contributions (n=62)
from our dataset to characterize the landscape of existing research systems. A single researcher
assessed each system against the defining characteristics of each strategy. This coding revealed that
S3 (Active Co-Writing) was the most commonly deployed approach (23 systems, 37.1%), followed
by S1 (Structured Guidance) (19 systems, 30.6%), S2 (Guided Exploration) (11 systems, 17.7%),
and S4 (Critical Feedback) (9 systems, 14.5%), with the full distribution shown in Table 2. Clear
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patterns emerged across writing processes, with S1 dominating Evaluating (54.5%) and S3 leading in
Generating (52.9%) and Translating (50%) processes. Context-specific preferences were also evident,
with Academic writing favoring S1 (61.1%), Creative writing employing S3 (50%), and Formal
writing preferring S2 (42.9%). Creative writing showed surprisingly high deployment of S3 systems,
which are the most likely to threaten ownership. While the single-coder approach represents a
limitation, this application of our framework highlights opportunities for more nuanced strategy
implementation across cognitive processes.

4 Study 2: Investigating Al’s Influence on Ownership in Writing

To answer RQ2: “Which cognitive processes do writers consider essential to control in order to
maintain their sense of agency during Al-assisted writing, and how do user situations, writing
contexts, and Al interaction types shape their perceptions of ownership?”, we conducted interviews
with 15 writers.

4.1 Methods

We detail the methodological details of our second study, including participant recruitment, study
procedures, and our approach to data analysis.

4.1.1  Participants. We recruited 15 writers (8 women, 6 men, 1 did not specify; other gender options
were offered) across two age groups: 5 participants aged 18-24 and 10 aged 25-34. Participants
were based in North American and European cities and were recruited via social media and email
invitations. They possessed diverse writing experience, including academic research papers (W11,
W14), knowledge translation (W4), short stories (W2), poetry (W9), novels (W7, W13), essays (W1,
W10), blogs (W4), screenplays for TV shows (W12), newspaper articles (W15), personal diaries
(W5), internal project documentation (W6) and creative fiction (W3, W8). 11 participants reported
having professional writing experience (i.e., when writing is paid or a core part of their occupation).
Weekly time spent on writing varied, with 5 participants writing 1-4 hours, 5 writing 4-7 hours, 3
writing 7-10 hours, and 2 spending more than 15 hours per week.

Given our focus on Al-assisted writing, prior experience with Al writing tools was an inclusion
criterion. All participants reported using ChatGPT, with Grammarly and Microsoft Copilot being the
next most popular tools. Some advanced users also experimented with other LLMs and specialized
Al writing tools, including Claude, LLaMA , and writing tools like Sudowrite. To ensure our findings
were not biased toward users with a particular level of knowledge of generative Al we recruited
writers with varying generative Al expertise, ranging from slightly to extremely knowledgeable.
The attached supplementary materials contain detailed information on writer profiles.

4.1.2  Procedure. Each study session lasted between 60 and 90 minutes and was conducted online
via recorded video calls by the lead author, allowing us to reach participants across multiple
geographic locations. We introduced participants to the study and then asked them to complete a 5-
minute pre-survey to provide consent and share demographic information, their writing experience,
and Al usage. We informed participants of their right to withdraw from the study at any time and
compensated each participant with CAN$20 for their time. The institution’s research ethics board
approved the study protocol.

Following the pre-survey, we conducted a semi-structured interview in which participants
described their writing background and experience with Al, and shared their perspectives on how
Al influences their sense of ownership across each aspects of the writing process. We defined each
process, to ensure writers could relate their practices to the processes. Finally, participants completed
a 10 minute post-interview survey, reflecting on the discussion and rating 16 Likert-scale statements
(4 for each process). This survey helped us gauge preferences for Al involvement in each element
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P1 | believe that generating ideas should be primarily under my control, with minimal Al assistance.
“é‘ P2 Al tools are helpful in organizing ideas during my planning process.
T P3 Setting writing goals is a task that | prefer to handle myself, without Al involvement.
P4 | feel comfortable allowing Al tools to suggest ways to organize my ideas.
T | prefer to personally control the process of translating my thoughts into written text, with little to no Al intervention.
3 q A q -
] T2 Al tools are useful for ensuring correct grammar and spelling during the writing process.
z
S T3 My sense of originality is maintained even when Al tools assist in the translation of my ideas into text.
=
T4 I would be more likely to use an Al tool that was capable of writing in my personal style.
R1 Reviewing and revising my text is a process | feel should be ir d by me, with Al
,En R2 Al tools are helpful in identifying areas of my writing that need improvement during the review process.
H
E R3 I trust Al tools to suggest revisions that align with my writing goals.
R4 Using Al tools in the reviewing process does not affect my sense of ownership over the final text.
M1 | prefer to monitor my own writing progress without relying on Al tools.
oo
£ M2 Al tools can effectively help me track my progress and suggest when to continue or pause writing.
o
=
€
§ M3 Al tools for monitoring my writing progress do not detract from my sense of control over the writing process.
M4 | feel that Al tools can enhance my ability to manage the overall writing process.

Fig. 3. Likert-Scale Statements on User Perceptions of Cognitive Processes during Writing

of the writing process. Further details on the post-interview survey Likert items are provided
in Figure 3). The pre-interview survey and study protocol can be found under supplementary
materials.

4.1.3 Data Analysis. The data included transcripts of the interview recordings and responses to
pre- and post-interview surveys. To identify factors that influence writers’ sense of ownership in the
Al-assisted writing process, we conducted a reflexive thematic analysis [12] of transcripts through
an inductive-deductive approach. Guided by the cognitive process theory of writing, we used the
main writing processes—planning, translation, reviewing, and monitoring—as predefined codes to
structure our interpretation, while also inductively identifying new patterns. The pre-survey data
provided important context about each participant’s background in writing and prior experience
with Al tools. The post-interview survey helped quantify attitudes toward Al across different
cognitive processes. Scores for negatively worded items (P1, P3, T1, R1, and M1) were reversed (see
Figure 4). Given the varied perspectives on ownership across writing elements, our goal was not to
aggregate results into a single measure of ownership and agency but rather to examine distinct
aspects of the writing process.

4.2 Study 2 Findings

The post-interview survey responses are summarized in Figure 4. A detailed csv file of the responses
can be found in the supplementary materials. Items are grouped into sets of four, labeled P1-4, T1-4,
R1-4, and M1-4, corresponding to the four cognitive processes in the Flower and Hayes writing
model: Planning, Translation, Reviewing, and Monitoring. The item questions are detailed in
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Figure 3. The distribution of ratings reflects a range of perspectives on the extent to which writers
want Al to intervene across different processes. We interpret this diversity through our thematic
analysis, and share findings on how writers perceive and maintain a sense of ownership and agency
over the writing process when working with Al. We group these insights under three primary
themes, each highlighting a different dimension of the writers’ relationship to Al and their work:

(1) When Ownership Matters: This theme delineates the contextual factors—such as time
constraints, level of trust in Al, task importance, and perceived competence—that shape
writers’ decisions around how much control they want to retain and how much they are
willing to delegate to an Al tool, even if it means their sense of ownership is encroached.
Instead of assuming the desirability of ownership as an inherent or static prerequisite, this
theme showcases the flexible role that human agency plays in Al-assisted writing and how
it responds to situational factors. It also highlights situations where the risk of writers’
overreliance on Al is particularly prevalent.

(2) What Writers Want to Own: This theme characterizes the aspects of the composition
process and product from which writers derive their sense of ownership and prioritize as
their primary contribution. We identify a central distinction between content and form:
writers prioritize idea generation and planning as their primary contribution in content-
oriented writing, where the purpose is primarily expository, while in form-oriented writing,
where the focus is on style and voice, they emphasize the need to exercise more control
during translation and revision to convey their unique expression.

(3) How AI Interactions Shape Ownership: This theme explores how interaction design
impacts writers’ senses of agency and ownership. We look at how different interface elements
shape how writers feel when Al intervenes, such as the option to receive suggestions rather
than direct edits, providing multiple suggestions, exercising final say, and UI affordances
for enabling and disabling AI input. This theme highlights the critical role that Human-AI
interaction design can play in maintaining writers’ sense of agency and ownership in
Al-assisted workflows.

Together, these three overarching themes offer a way to grapple with the complex interplay between
writer agency, task demands, and Al functionality, helping Al system designers make sense of how
ownership is negotiated and maintained in Al-assisted writing.

4.2.1  When Ownership Matters. We found four factors that influence how much control writers
are willing to give to the Al and the extent to which they care about maintaining their sense of
ownership in the first place - time constraints, task importance, confidence in the writers’ own
abilities, and trust in the AI’s capabilities.

(1) Time: A key reason writers are drawn to generative Al tools is efficiency. Therefore, in
time-sensitive situations, writers are more willing to delegate tasks to the Al. W4 described
ChatGPT as “a huge time saver”, noting how “it sometimes helps when you’re working on
something super last minute, to have an Al look at it as well, and go through it in greater
detail and precision” than them. In addition to proofreading, writers are also more willing
to delegate other aspects of the writing process. W11 shared how they used AI tools to
transform rough bullets into polished writing. “There are also situations where I'm running
short of time, and I will have a list of things I want to add...ordered in a reasonable way as I
want them to appear in the writing. Then I will just ask ChatGPT to draft something based on
the list.” A similar point was echoed by W7, who described how they convert messy outlines
into coherent text: “to save time, I will write out all bullet points myself that are really messy,
and then have ChatGPT turn it into a letter”
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Participant Opinions of AI Cowriting Support

P1: Ideation Control*

P2: Planning Organization X7 3704

P4:

Statement

R2: Improvement Identification

P3: Goal-setting®

Organization Suggestions 20.00%

e | |

T1: Translating Process* 13.33% 13.33%
— —
|

T2: Grammar Checking

T3: Originality ® Strongly Disagree
@ Disagree

T4: AIP lizati

crsonaiization Somewhat Disagree

R1: Text Reviewing” Neither Agree nor Disagree

®Somewhat Agree

® Agree

R3: Revision Suggestion eStrongly Agree

R4: Ownership

M1: Progress Monitoring* 26.67%
|
M2: Progress Tracking 20.00%

—
M3: Control 1333% 6.67%

M4: Process Management [MXTE 770

0% 20% 40% 60% 80% 100%
Level of Agreement

*Likert scores for P1, P3, T1, R1, and M1 are reversed to account for negative valence of wording. Higher scores correspond to more positive user perceptions for Al influence

Fig. 4.

User perception likert-Scale items on writers’ sense of ownership across cognitive processes [35]. The

distribution shows notable variation in the desirability of Al support across processes.

(2) Importance: Writers de-prioritize ownership in low-stakes tasks, such as routine emails or

®)

straightforward professional communication, where clarity and efficiency are the primary
goals. Such tasks tend to be perceived by writers as more functional than creative, making
Al tools more acceptable for generating content without affecting their sense of ownership.
The inverse is also true—when the stakes are high, writers become much less open to the
idea of Al involvement, as captured by W2’s comment: ‘Tt depends how important this project
is, because if it’s very, very important to me, I would give [AI] less responsibility, almost to the
point where it’s just used as like something that I accept or reject, just like an editor who works
for you, you can either accept or reject it or revise it... if it was not that important, like an
email that I'm just kind of sending off. I would give it almost all the work, honestly.” W15’s
remark reveals how this choice to adjust the importance of ownership is deliberate, and not
necessarily due to a lack of self-awareness — ‘T use [AI] to finish my emails when Gmail tells
me to finish with yours sincerely...I’'m like, sure that’s what I say. So for me, that’s the sort of
use of LLMs that I find quite pervasive in the background, and which I am definitely happy to
use... I suppose there’s an irony in pressing Tab to write Yours sincerely’. You see, right? You're
not being sincere.”

Confidence: For writers who feel less confident in specific language skills, Al tools can
serve as a resource for checking for linguistic accuracy. Relying on Al for such help does
not necessarily impact the writers’ sense of ownership, as W3 observes: “for grammar and
spelling, those are inconsequential, right? I don’t associate that with the voice... It’s a menial
task that can be taken care of by Al that doesn’t impact someone’s voice.” This selective
reliance on Al allows writers to focus their energy and sense of ownership on other parts of
the work, while using Al to polish weaker areas. W3 elaborates on this intentional boundary:
“T would want to make sure that anything that revolves around characters talking with one
another, or whenever I write about the thoughts that the character is experiencing in their head,
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I’'d want those to be my own work. But when it comes to describing a scene or a setting. .. that’s
something that as a writer, I'm not that great at, and so it’s seeking help to make sure that my
own work gets very polished.”

Trust: Just as confidence in their own abilities influenced writers’ sense of ownership, their
delegation choices were also shaped by their trust’—or lack thereof—in the AI’s ability to
deliver reliable output. This was particularly evident among writers who were confident in
their own abilities but skeptical of Al For example, W10 explained, ‘T don’t particularly like
the writing style. I don’t trust it enough. There will always be a few nitpicks in any paragraph
that I'll have with it. So in that way, I feel like I've been able to retain a total sense of ownership.
I don’t feel like it’s influenced it any more than if I had someone read it and they said I liked
it, or I didn’t like it, or this part sucks.” The ability to critically evaluate Al output helped
writers like W10 maintain a sense of separation between looking at Al output and feeling
like it inadvertently influenced them. W8 held reservations about the AI’s ability to gauge
how humans would respond to a piece of writing — “T just don’t trust Al to judge whether
something is understandable to a person or not, especially because of the variety of audiences I
write for.” Instead, they turned to humans for feedback, relying on colleagues and friends
with different levels of expertise, from both within and outside their fields, to get varied
perspectives on their work.

Delegation Strategies Based on Content and Form Contributions with Expanded Planning Categories

Cognitive Processes

Content (e.g., Academic) ‘ Form (e.g., Creative) ‘

Planning

Generating

Organizing

Goal-setting

Strong ownership over novel ideas with min-
imal AI input. W9: “The core part of writing
is ideas... even if ChatGPT helps organize, the
ideas remain mine.”

Al supports in structuring ideas, retaining
ownership over logic flow. W9: ‘T let ChatGPT
organize the ideas... but the logical flow is my

»

own.

Writer defines key objectives and frameworks;
AT used for background structure alignment.
W13: “If I outline the goals clearly, ChatGPT can
help format, but the primary direction remains
mine.”

Al-assisted ideation via prompts, but creativity
retained by writer. W3: “I'd use [AI] for prompt
creation... as a starter, then dive into writing.”

Al-assisted outline creation for enhanced co-
hesion, writer’s tone. W3: “Organizing can be
Al-assisted if it doesn’t alter my style.”

Creative goals developed by writer; Al pro-
vides structure and adjustments. W7: “[AI] does
help me understand the shifting goal posts that
are moving around at a given moment.”

Translating

Al used for drafting structured text; ownership
tied to novel ideas, not genre standards. W7:
“Academic writing feels less mine... 'm fine with
delegating structure [to AI].”

Al assistance should be limited; primary voice
retained through sentence-level decisions. W7:
“Where I feel the most ownership is over sentences
themselves.”

Reviewing

Evaluating

Revising

Grammar and clarity editing delegated to AL
for efficiency. W3: “For grammar, those are in-
consequential... Al can handle it.”

Al-intervention to refine writing clarity is wel-
come. W14: ‘T have a tendency to over-write, ex-
plaining things in a longer way; it can be much
more concise. [AI can help] in that stage of the
editing process.”

Limited Al assistance; primary voice retained
through sentence-level decisions. W7: “Where
I feel the most ownership is over sentences them-
selves.”

Strong sense of novelty in breaking conven-
tions for stylistic effect and unique voice. W7:
“I break grammatical conventions for aesthetic
effect... it’s important for the voice, so I'm not
interested in Al changing those choices.”

Legend: Pink - Little Support Yellow - Moderate Support

Blue - Significant Support

2The concept of trust and agency are interrelated, as they both influence users’ decision-making abilities [68].
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4.2.2  What Writers Want to Own. In analyzing the areas from where writers draw their sense of
ownership, we found a clear and recurring pattern: writers value ownership most strongly over
components of the composition process they see as their primary contribution. Writers tend to be
more open to delegating composition tasks to an Al for areas that are tangential to their perceived
primary contribution. When task delegation is done this way, writers’ sense of autonomy and joy
in creating something novel is maintained—or even enhanced in cases where the Al frees up their
focus.

We identified two main types of contributions—content and form—each linked to specific cog-
nitive processes. Content contributions involve generating ideas and setting goals, aligning with
the planning process in the Flower and Hayes model [35]. Form contributions focus on style, tone,
and flow, aligning with translation and revision. This content-form distinction connects writing
contexts with cognitive processes: academic and non-fiction writers prioritized content to convey
ideas clearly, while fiction writers emphasized form, valuing their unique voice and style. Below,
we explore writers’ sense of ownership for these two types (see Table 3 for mapping):

(1) Content: When the purpose of a piece of writing is to convey pre-existing ideas or infor-

mation with clarity—as is common in academic and non-fiction writing, the content itself
becomes the primary contribution and the central focus of ownership for writers. In these
writing contexts, writers derive a sense of ownership by engaging in cognitive processes
involved in ideation and organization of ideas, making planning the dominant process that
they seek to control. When the ideas are established, writers are open to using Al tools for
translating ideas into clear language or reviewing their work to enhance clarity and polish.
This is reflected in W9’s perspective on non-fiction: ‘I think the ideas are the core part of the
writing. So if I'm giving ChatGPT the ideas that I want it to kind of organize, I think I still
maintain that ownership of like, oh, those are my ideas, but it’s enhancing my writing.”
The desire to emphasize ownership over content rather than form is influenced by external
constraints, such as word counts or stylistic conventions. W7 captures this sentiment when
discussing the formulaic nature of research papers: ‘I feel less ownership of my writing in
general, just because the rhetorical context in which I'm writing is so rigid and has such clear
expectations... I feel like I did something interesting as part of the research project, but the
write-up itself is just a write-up and nothing more. [’'m] fine to delegate the vast majority
of that process to someone else.” Since LLMs are trained on established standards, they can
assist with refining text to meet these norms.

(2) Form: In contrast, when writers have freedom over form, the idea of Al models intervening
in the translation process becomes less appealing. W7, a professional literary fiction writer
and novelist, explained how their sense of ownership lies in the “sentences themselves and
how sentences are sculpted,” emphasizing that this sentence-level decision-making is “what
sets me apart as a writer.” For them, style, rhythm, and structure are the personal touches
they are not willing to delegate to Al or any other external influence. They further noted
that while ideas and themes can feel culturally shared, the form in which those ideas are
presented is where the writer’s individuality comes through: “Where I feel the most ownership
as a literary author is over sentences themselves and how sentences are sculpted. So that’s
where I'm least willing to secede to anyone else, including an AL because I consider kind of like
my, my sentence-level decisions in large part. But what sets me apart as a writer... Whereas
my ideas I think of as less oftentimes I use ideas which strike me as things which are kind
of out in the ether culturally already, or it’s not like each scene or particular decision I make
conceptually is really distinct and different.”
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Even if the language models were trained to mirror an author’s personal style, form-oriented
writers could find this prospect wholly unappealing— T would feel a little violated. I think for me,
personal style is so signature to me, like to who I am, like, I don’t want Al to be like, training itself
on me and then trying to emulate me. ”, remarked W12 also a professional writer. This sentiment
underscores how, for writers whose sense of ownership is rooted in form and personal style,
attempts to design systems that mimic their unique stylistic choices can clash with core values.

What about hobbyists? Turning to W3, a hobbyist fantasy fiction writer, who uses Al to handle
parts of the ideation phase so they can “jump straight into writing.” They describe using Al to
generate writing prompts and background settings, allowing them to focus on what they consider
the core writing process: “I would occasionally use it for [writing] prompt creation. So just to kind of
give [me] a little bit of a starter, just to have some kind of setting to work with so that I don’t need to
spend a lot of time with the story building, the world building, at least the initial world building, and
can just jump straight into writing.” Here, W3 also uses language that separates the ideation process
from what they see as core “writing” Their phrasing indicates a view of ideation as a necessary
setup that can be delegated to Al while the actual crafting of sentences is where they feel personal
investment and ownership.

4.2.3 How Al Interactions Shape Ownership. The third and final theme explores how different
types of Human-Al interactions impact writers’ sense of agency and ownership, as writers monitor
and make decisions on the various cognitive processes during writing. Interface features such as
the ability to choose between Al-generated suggestions, maintain final decision-making power,
and toggling Al assistance on and off allow writers to retain autonomy over their work. We find a
common theme across these interactions: writers feel a stronger sense of ownership when they
perceive themselves as having substantial control over the AI's contributions, and that interaction
design can shape these perceptions. We will illustrate this via four feature concepts that preserve
ownership: Al Suggestions, maintaining Final Say, Global Al Toggles and Local Al Toggles:

(1) Suggestions Participants consistently shared that receiving Al suggestions that they could
accept, reject, or modify, was a non-negotiable aspect of preserving their sense of agency.
This preference is underscored by the interaction mode where Al directly inserts or over-
writes text within the users’ writing space, which writers felt encroaches on their sense of
ownership. W7 explained that suggestions maintained their sense of ownership by framing
Al as an optional aid rather than a co-author: “If it’s sort of making suggestions, then it would
not change my sense of ownership over the text, because I'd still feel like that’s just sort of this
pop-up window. But if it was inserting values in a more direct way, I think I would probably
feel like I was losing some ownership.”

(2) Final Say W3 highlighted the importance of having the final say over Al-generated content:
‘T know that at the end of the day, if I ask it for help, it’s not like, it’s not a final say per se,
right? It’s not that I'm resigning my writing to the chatbot... if those suggestions turn out to be
helpful, then I can continue with them, or I can set them aside as I see fit. So ultimately, I'm
always in control”

W15 further described this decision-making as a “negotiation” with the Al, framing owner-
ship as an iterative process of consciously selecting and refining suggestions: ‘I find it has
to be a negotiation. I think, like, you see what the thing is suggesting, you think about that,
and then you decide to take it on board. And I feel like that moment of decision and conscious
interpolation of what it’s suggesting... that’s where the sense of ownership is not taken from you.”
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These examples indicate how writers preserve ownership by positioning the Al as an helper
rather than a primary co-author. For primary contributions writers used the Al as source
for inspiration, not substance. In less critical tasks, writers were open to using Al content
selectively, to enhance efficiency without compromising ownership. But regardless of the
stakes, they always wanted to have the final say.

(3) Global AI Toggle to Maintain Flow State: Writers wanted the option to toggle Al sug-
gestions on and off to minimize distractions. This is apparent in W7’s description of their
frame of mind during fiction-writing: “In fiction writing, I really get in the zone, which is
important to me so much that I like to block out even just sort of my background, my desktop,
Just everything... if it’s at a moment where I'm editing anyway and sort of moving things
around, yeah, I mean, especially if I had sort of like an intuition already... I would be happy to
hear any and all suggestions from anyone, including an AL”

The ability to enter a “zone” or flow state reinforces writers’ ownership, as they feel more
connected to the work without interference. Similarly, W1 emphasized the need for flexibil-
ity to open and close Al assistance as needed: “If there’s like a feature where I can open for a
suggestion, like a little separate tab on the right side of my screen, and I can always open and
close it... when I'm like, really focused... I don’t have to care about what Al keeps suggesting, so
as long as the user has that flexibility, it’s okay to keep focused.”

(4) Local AI Toggle for Intentional Rule-Breaking: Sometimes, instead of completely
turning Al off, more advanced writers like W7 wanted fine-grained control over specific
Al capabilities, to avoid the system impeding on deliberate diversions from writing norms:
“Oftentimes in literary writing, we break grammatical conventions all the time... comma splices
have become much more common in fiction writing, just because people use comma splices in
real life all the time. ” For W7, intentional rule-breaking was a distinctive aspect of their
voice. Having the option to override Al suggestions that would “correct” these stylistic
choices allowed them to preserve autonomy and authenticity in their work.

These examples show how form-oriented writers prioritize their own stylistic and creative
sensibilities, even in scenarios with established standards or grammar. They also point to the role
that Al interaction design plays in supporting writers with monitoring and decision-making. W8
expands on this idea: I think for me, writing is so much about decision making that’s like what you’re
doing at every single stage. And so I think that that’s part of why I feel so attached to the Al being the
one that’s suggesting, but not necessarily the one that’s directly editing anything that you’re working
on...so it’s important that those decisions are primarily made by you and not by the AL”

5 Alignment Between the Two Studies

By comparing our literature review findings with our interview study results, we identify where
existing design strategies address writers’ concerns and where opportunities exist for more respon-
sive system designs. This section analyzes alignment across three critical dimensions corresponding
to the themes from Section 4: contextual factors affecting ownership concerns, writing process
preferences across different contexts, and interaction design choices that shape writers’ sense of
agency.
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Level of AI Support Demanded

Level of AI Support Offered by Strategy

Cognitive Pr

Content

Form

S1: Structured
Guidance

$2: Guided
Exploration

$3: Active
Co-Writing

S4: Critical
Feedback

Generating

Organizing

Planning

Goal-setting

Translating

Evaluating

Revising

Reviewing

Strong user owner-
ship over novel ideas
with minimal Al in-
put.

Al supports in struc-
turing ideas, retain-
ing user ownership
over logic flow

Writer defines
key objectives and
frameworks; Al
used for background
structure alignment

Al used for draft-
ing structured text;
user ownership tied
to novel ideas, not
genre standards

Grammar and clarity
editing delegated to
Al for efficiency

Al-intervention to
refine writing clarity
is welcome

Al-assisted ideation
via prompts, but cre-
ativity retained by
writer

Al-assisted outline
creation for en-
hanced cohesion in
writer’s tone

Creative goals de-

veloped by writer;
Al supports struc-
ture adjustments

Al assistance should
be limited; primary
voice retained
through sentence-
level decisions

Limited AI assis-

tance; primary voice
retained  through
sentence-level deci-
sions

Strong sense of nov-
elty in breaking con-
ventions for stylis-
tic effect and unique
voice

Ideas come from the
user; Al helps them
form connections
and identify patterns

AI helps the user
to learn to structure
their ideas in a par-
ticular domain

Scaffolding of AI
system provides
pre-defined  objec-
tives that must be
followed by the user

Al content is inte-
grated into the work
through an iterative
approach

Scaffolded feedback
enables Al to deliver
comprehensive eval-
uations to users

Al generates propos-
als to help the user
refine their work as
a skill-building tactic

Al generates ideas
which  enumerate
different approaches;
user explores the
idea space

User structures their
ideas based on ex-
ploration through AL
generations

User defines goals,
with AI assistance
through iterative ex-
ploration and selec-
tion of ideas

Al provides both
high-level (e.g. struc-
tural elements, plot)
and low-level (e.g.
dialogue) support

User evaluates writ-
ing by comparing it
to other Al genera-
tions

Al provides text
in the user’s
workspace, enabling
users to evaluate
revised text in place

Al maintains the
user’s ideas while
extending them or
transforming them
(e.g. keywords to
prose)

AI  assists  with
outline creation and
structuring ideas

Al works collabo- '

ratively  towards
writer-defined goals
with some auton-
omy

Users offload writ-
ing tasks to Al, em-
phasizing productiv-
ity and usability

Limited support for
user’s text evalua-
tion; Al is focused on
generating content

Al suggestions for re-
vision are integrated
directly into the text

support

Limited support for
idea generation

Revision guidance
supports organi-
zation of ideas
following evaluation

User maintains con-
trol over the text’s
goals; AI supports
user goals through
critical feedback

Deliberate  separa-
tion between Al and
user  workspaces,
and manual integra-
tion of AI output
limits  translation

Al systems provide
qualitative  and/or
quantitative  feed-
back on a user’s text

Al offers  fine-
grained tools for
specific revision

tasks (e.g. summariz-
ing)

Legend: Pink - Little Support ; Yellow - Moderate Support ; Blue - Significant Support

Table 4. Comparison of Al Delegation Strategies Demanded by Study Participants and Offered by Strategies
from HCI Literature, based on the support demands from participants in Section 4.2.2 and Al support from
each design strategy enumerated in Section 3.2.2. Cells are coloured by the degree of Al support demanded
or provided, respectively.

5.1

Alignment with Contextual Factors of Ownership

Writers’ concerns about ownership in Al-assisted writing are contingent on specific contextual
factors. Our interview study identified four factors that influence writers’ concerns about ownership

in Al-assisted writing: time constraints, level of trust, task importance, and perceived competence.
These factors represent a user’s personal value-based context or external limitations that shape
their willingness to delegate writing tasks to Al. Our analysis indicates strong alignment between
existing research priorities and writers’ concerns. Researchers in HCI have worked extensively to
investigate these dimensions, producing studies characterizing user values, social dynamics, and
professional contexts [9, 39, 53, 63, 77, 105] that influence ownership preferences and how they
shape users’ attitudes toward Al assistance.

Several previous works within the CSCW community have addressed these factors within social
and collaborative contexts. This body of work provides particular insight into how ownership
concerns manifest when writing involves multiple stakeholders, shared authorship, or professional
collaboration - contexts where questions of agency and ownership become especially complex.
Time constraints, a key concern for our participants, have been explored by Shakeri et al. [113], who
found that offloading narrative tasks to Al helped alleviate time pressures in collaborative writing,
and by Cao et al. [16], who investigated how Al support systems can mitigate the effects of time
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pressure on decision-making. Trust-building in collaborative environments appears prominently in
Hauptman et al. [47], who found that professionals required explainable, actionable feedback and
shared social context to build trust with Al collaborators, reflecting preferences similar to those of
our interview participants. Perceived competence differences have been documented by Tang et
al. [127], who found differential usage patterns between professional and non-professional users
of Al tools, and by Shakeri et al., who addressed users’ vulnerability from lack of confidence in
creative writing contexts. Task importance considerations appear in Zhang et al’s [143] multi-level
framework, which enables users to choose between different levels of Al creative involvement
based on their individualized needs with a design that could accommodate varying levels of control
desired for different stakes of writing tasks. While individual studies have addressed one or two
of these factors, our analysis reveals how all four factors shape writers’ ownership concerns in
Al-assisted writing. This framework provides a foundation for future research to consider the full
range of contextual influences on Al writing collaboration, rather than examining these factors in
isolation.

5.2 Alignment with Essential Cognitive Processes

Our interview study revealed a critical distinction in what writers want to own, dividing writing
contexts into two broad categories: Form-centric and Content-centric. As shown in Table 4 no Al
design strategy maps perfectly onto the delegation demanded by our participants. This highlights
the importance of flexible systems that allow users to adjust Al involvement across different writing
processes.

5.2.1 Form-centric Writers. The Creative, Personal, and General writing contexts afford writers
greater freedom over form, allowing expressive personal styles. Form-centric contexts emphasize
ownership over translation and revision while being more open to Al assistance with planning and
ideation. As seen in Table 2, these contexts had a mixed distribution of design strategies, with the
plurality in each case being S3 (Active Co-writing). Since S3 prioritizes task efficiency and offloading
work to the Al, this strategy may not fully address the needs of writers concerned primarily with
Form contributions. For these writers all strategies offer more AI support in translating and
reviewing than they demanded. We see awareness of this tension in systems that deploy S2 (Guided
Exploration) methods of exploratory, iterative ideation which prompts creative writers to expand
on ideas themselves. Research in this area, exemplified by [30, 37, 62, 111], merits continued
investigation to better support form-focused writers’ sense of ownership.

5.2.2  Content-centric Writers. Content-centric writing contexts such as Academic and Formal writ-
ing prioritize communicating ideas with clarity and are subject to external stylistic constraints. Our
interview participants in these contexts were primarily concerned with generating and organizing
ideas and setting goals. For these writers, S1 (Structured Guidance) and S2 (Guided Exploration) are
well aligned in terms of their Translation, Evaluation, and Revision Al support. As shown in Table 2,
S1 and S2 systems represented 61% of systems in Academic contexts and 57% in Formal contexts,
demonstrating alignment between existing designs and the support demanded by our participants.
Our analysis suggests these strategies offer more Al planning support than Content-focused writers
desired. This indicates an area where users might benefit from proffering granular control over Al
involvement.

5.3 Alignment with Desired Interfaces and Interactions

5.3.1 Suggestions. Presenting Al content as suggestions is a common interaction design approach
in Al writing systems, aligning well with users’ demands. Researchers have investigated visual
differentiation of suggestions [8, 92, 121], enabling users to clearly distinguish between their
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own writing and Al-generated content. Other studies have examined the impact of suggestion
length or quantity of suggestions on user experience and acceptance [14, 29, 36], finding that
suggestion length is inversely associated with perceived ownership of the text. The placement
of suggestions within the interface also emerged as an important design consideration. Some
systems present suggestions directly in the user’s workspace [8, 14, 18], creating a more integrated
experience but potentially blurring boundaries between user and Al contributions. More commonly,
systems display suggestions in a separated interface [29, 43, 75, 89]. This separation creates a
deliberate boundary that reinforces the writer’s role as decision-maker, aligning with our interview
participants’ desire to maintain control over what enters their final text.

5.3.2  Final Say. Across the four design strategies we identified, each approach agency differ-
ently while supporting the principle of the writer having the Final Say. Workspace Control
(S1) physically separates Al and user workspaces, ensuring changes require explicit user action.
Proposal Integration (S2) presents Al-generated content as suggestions within an exploration
framework. Result Ownership (S3) streamlines Al integration but potentially creates tension
around authorship of the final product. Analysis Separation (S4) creates deliberate friction by
requiring manual integration of Al-proposed revisions. Despite their differences, all approaches
recognize that writers want to maintain editorial control. Across our dataset we did not encounter
any systems that removed the writer’s editorial control. However, some empirical studies [34] did
have experimental conditions where the user had no influence over Al-generated text-which was
associated with a reduction in perceived ownership.

5.3.3 Global and Local Al Toggles. We found that Global and Local Al Toggles are notably un-
derrepresented in Al interaction research. While researchers such as [29, 34, 121] include control
conditions with no Al assistance, our dataset contained no systems that offered participants the
option of an Al toggle during normal operation. It was common that systems had user-initiated
Al interactions, however this design choice does not fulfill our participants’ desire for minimizing
distractions or fine-grained control over how the Al interacts with their stylistic choices. This gap
is noteworthy given that theoretical research on Human-AI collaboration frameworks, such as
[85, 86, 118] including CSCW research [143], do investigate interfaces that modulate Al support as
a mechanism for humans to exert control over Al initiative in complex tasks. The absence of these
features in empirical design research presents an opportunity to investigate how toggles impact
users’ agency and ownership in practice. We encourage more research into systems where users
can actively control their collaboration with AI and restrict assistance to designated components
or remove it altogether.

5.4 Monitoring

Our analysis identified Monitoring as significantly underexplored in Al writing research. This
high-level cognitive process becomes more complex with Al as users must both monitor their
own writing and oversee Al contributions. While monitoring as a cognitive process is distinct
from the collaborative relationship between human and Al, they are connected through process
management and a meta-level view of both the individual and collaborative writing processes. The
gap likely stems from research focusing on optimizing specific interactions rather than examining
broader collaborative dynamics. For instance, studies on suggestions do not allow participants to
disable Al assistance entirely.

This represents a key research opportunity for CSCW. As Al systems advance, monitoring and
management of the Human-AlI collaborative relationship becomes increasingly important. The
lack of research on monitoring and Al toggles suggests that current systems may not fully address
writers’ dynamic control over their collaboration. By developing more flexible interfaces that allow
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writers to modulate Al involvement, researchers could better support the nuanced relationship
between assistance and ownership that emerged from our interview study.

6 Discussion

This paper, to our knowledge, is the first comprehensive study on designing for human agency
within Al-assisted writing that combines a systematic review of generative Al-era research with an
analysis of writers’ perspectives on preserving agency and ownership. By considering both the
state of the literature and user perspectives on ownership, we offer timely, actionable guidance to
designers shaping the future of Al writing tools.

6.1 Key Findings
To structure our discussion of key findings, we divide the two research questions into four analytical
components:

e RQ1.1 - Design Strategies: What design strategies are currently used or proposed in
Al-assisted writing research, particularly in terms of interaction models and intended uses
of Al-generated output?

e RQ1.2 — Process & Context Distribution: How are these design strategies distributed
across different cognitive processes and writing contexts?

e RQ2.1 - Agency-Preserving Processes: Which cognitive processes do writers consider
essential to control in order to maintain their sense of agency during Al-assisted writing?

e RQ2.2 - Modulating Factors in Ownership: How do user situations, writing contexts,
and Al interaction types shape writers’ perceptions of ownership?

We answered the first research question encompassing components 1.1 and 1.2 through our
systematic review and thematic analysis (Section 3).

6.1.1  RQ 1.1 Design Strategies . We identified four primary strategies for Al-assisted writing
support that embody the existing literature: Structured Guidance (S1), Guided Exploration (S2),
Active Co-Writing (S3), and Critical Feedback (S4):

e S1: Structured Guidance supports users by providing step-by-step Al-assistance while
fostering skill development (e.g., LitWeaver by Choe et al. [20] leads novice researchers
through completing a literature review)

e S2: Guided Exploration enables creative control through systematic exploration (e.g.,
ABScribe by Reza et al. [104] enables users to rapidly iterate on chunks of text, storing
previously-explored ideas and recipes for future exploration and revision)

e S3 Active Co-Writing facilitates efficient collaboration while maintaining user control
(e.g. DiaryMate by Kim et al. [65] encourages users to select between Al suggestions to
compose a diary that was meaningful to them)

e S4: Critical Feedback promotes strategies that facilitate user reflection and engagement
through analysis and feedback (e.g. Impressona by Benharrak et al. [7] specifies Personas
that provide targeted feedback, prompting user reflection with a particular audience in
mind)

6.1.2  RQ 1.2 Process & Context Distribution. To identify how the design strategies are distributed
across different cognitive processes and writing contexts, we mapped our dataset across five writing
contexts adapted from Lee et al. [73]—Academic, Creative, Formal, Personal, and General—and
three cognitive processes based on Flower and Hayes [48]—Planning, Translating, Reviewing. This
mapping revealed uneven research attention across processes and contexts (shown in Table 1),
such as strong representation of Al support during the Generating subprocess within the Planning
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phase in Creative and Academic writing contexts, but limited focus on Monitoring support across
all writing contexts.

Our investigation also revealed how these strategies are distributed across writing processes and
contexts (see Table 2), with S3 being the most widely used strategy overall (37.1% of all systems in
the dataset). Most notably, Creative writing showed a surprisingly high deployment of S3 systems
(50%), highlighting a potential misalignment between strategy use and user needs, as Active Co-
Writing (S3) can compromise the sense of ownership central to writers’ creative expression. We
also found comparatively lower deployment of S4 systems (Critical Feedback), which accounted for
only 14.5% of the dataset. This uneven distribution suggests opportunities for expanding underused
strategies like S4, particularly in writing contexts and processes where reflection and iteration play
a central role.

While the strategies represent current research, they do not offer guidance on writers’ values
tied to preserving human agency. Our second study helps bridge this gap, and helps answer the
second research question comprising components 2.1 and 2.2.

6.1.3 RQ 2.1 Agency-Preserving Processes: Our interview findings show that writers consider differ-
ent cognitive processes as essential depending on what they see as their core creative contribution.
Planning is deemed critical by content-oriented writers (e.g., academics and technical writers). These
writers derive their ownership from generating original ideas, and prioritize information structure
over style. Therefore, delegating this process to AI would undermine their sense of ownership.
On the other hand, Translation and Revision are deemed essential by form focused-writers (e.g.,
poets and novelists), as their ownership is rooted in their voice, tone, and sentence or word-level
decisions. Maintaining control over these granular stylistic dimensions is central to preserving
their identity as writers.

6.1.4 RQ 2.2 Modulating Factors in Ownership: Writers’ perceptions of ownership are flexible, and
are modulated by several factors, which we organize into three major themes spanning different
user situations, which influence when ownership matters, writing contexts influencing what writers
want to own , and Al interaction types, which affect how writers experience agency during Al-
assisted writing. The first theme, covered in Section 4.2.1, includes four key situational factors: time,
importance, confidence, and trust. The second theme, covered in Section 4.2.2, distinguishes between
the two primary contribution types: content and form. The third theme, covered in Section 4.2.3,
highlights four interaction types—suggestions, final say, global Al toggle, and local Al toggle—that
modulate writers’ sense of control when co-writing with Al. Together, these factors reveal that
ownership in Al-assisted writing is not fixed but actively negotiated—shaped by writers’ goals,
contexts, and the interaction design of the tools they use.

Each study offers useful insights on its own, but in combination they are more useful to designers
because together they not only map the current research landscape, but also enable us to offer
designers guidance on what should be done to align with user demands, as explored in detail in
Section 5. Study 1 is akin to a map handed to a sailor (the designer). Study 2 is akin to a compass
that tells them where to go. Our findings indicate how writers’ sense of ownership is tied to specific
cognitive processes: content-focused writers derive ownership primarily from ideation during the
planning phase, as they feel that is where their primary contribution lies. In contrast, form-oriented
writers connect their sense of ownership to translation and review, as that is where they want to
exercise control over stylistic elements. This view of ownership suggests a ‘chessboard-like’ pattern,
where users seek Al assistance in areas outside their primary contribution. Table 3 illustrates this
preference: blue regions show where AI support is sought, pink areas denote places where Al
should not intervene, and yellow regions denote zones where Al may assist with caution.
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6.2 Contributions to CSCW

Our work speaks directly to CSCW’s growing interest in human—-AI collaboration in creative
and knowledge work. While CSCW has traditionally focused on cooperation and collaboration
between people—with computers serving as mediating tools—recent advances in Al have shifted this
dynamic. As Al systems increasingly take on semi-autonomous roles, interactions with them begin
to mirror human collaboration, carrying with them the ambiguity, social nuance, and negotiation
once exclusive to human-human cooperation. Crucially, these interactions introduce new concerns
around agency and ownership that our community now need to grapple with.

Recent CSCW programs reflect this shift, with dedicated sessions on Human-AI Collaboration
and Al and Trust at CSCW 2023 [1], and Al in Creativity Flows and Future Dialogues on Personal
AT Assistants at CSCW 2024 [2]. Our work aligns with this trajectory by examining how writers
interact with Al across distinct cognitive processes and writing contexts. By foregrounding the
demands and boundaries writers seek to maintain, our study contributes both theoretical insight and
practical design implications to CSCW'’s ongoing conversations about how to build sociotechnical
systems that support collaborative work—not just between humans, but with machines that now
shape the creative process in increasingly social ways. We also contribute to prior HCI research on
mapping the design space of Al-assisted writing, such as Lee et al.’s 2024 exploration [73], by adding
granularity to the fields’ understanding of how to design for human agency. By decomposing
writing into its component cognitive processes and situating them in distinct writing contexts, we
surface new nuances in how agency and ownership concerns play out at the process-level. For
instance, our findings enrich existing work on authenticity and ownership in Al-assisted writing.
Gero et al. [39] found that while authenticity and ownership are related, they are not directly
correlated—users may not perceive a system that mimics their style as inauthentic. Our studies
complement this by revealing that for some writers, particularly form-oriented and expert writers
(e.g., W12), Al mimicry of style can feel deeply invasive. As W12 shared, “I would feel a little
violated. For me, personal style is so signature to who I am.

This example illustrates the value of pairing systematic reviews with user studies that go deep
into areas of interest and importance to the research community, such as our focus on preserving
human agency. Within that context, our work relates to broader theories in Human-Centered Al,
such as Ben Shneiderman’s HAI framework, which argues that automation and human control
need not be at odds on a unidimensional spectrum [118], like in the classic 1978 characterization
of automation by Sheridan and Verplank [115]. Instead, Shneiderman posits a multidimensional
perspective where automation and control can increase concurrently, which resonates with our
optimistic vision for AI’s role in augmenting human agency. Like Shneiderman’s multi-dimensional
characterization of automation and human agency, our approach demonstrates the value of viewing
creative tasks as a multi-dimensional. By breaking it down into distinct cognitive processes and
contexts, we move beyond a one-size-fits-all perspective and highlight specific context X process
dimensions where designers should focus Al support.

6.3 Limitations and Future Work

Our study has limitations that warrant careful consideration when interpreting the findings. Firstly,
our findings are influenced by our choice of theoretical framework [35]. While the framework is
widely used in Al writing research ([9, 73, 101]) and provided a valuable lens for this study, it may
not fully describe Human-AI interaction in creative and professional writing. Exploring alternative
or complementary frameworks in future work could yield richer interpretations and better address
the collaborative Human-AlI or author-reader dynamics.
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Secondly, our systematic review’s focus on the ACM Digital Library, while methodologically
justified, presents a limitation to the comprehensiveness of our findings. Although our preliminary
analysis demonstrated that the ACM Digital Library contained a substantially higher concentration
of relevant papers (11%) compared to other databases (2-3%), this focused approach excludes
potentially-valuable insights published in other venues. The ACM’s disciplinary focus may have
oriented our findings toward certain perspectives in computing and human-computer interaction,
underrepresenting interdisciplinary approaches or perspectives from adjacent fields. Future research
could include additional digital libraries to develop a more comprehensive understanding of the
literature landscape surrounding Al-assisted writing,.

Thirdly, while our inclusion criteria were broad, allowing participants aged 18 and above, the
second requirement that participants have some prior experience using Al tools for writing inad-
vertently limited the age diversity in our sample, resulting in a maximum age of 34. This excludes
valuable insights from older adults who are also impacted by Al. Additionally, our sample exhibited
limited educational diversity, with all but one participant having attended university. This educa-
tional homogeneity may have influenced perspectives on Al-assisted writing, as individuals with
higher educational backgrounds might approach Al tools differently than those with other experi-
ences. Given that LLMs serve as writing tools for many people beyond academic contexts, future
studies should prioritize more educationally- and age-diverse samples to capture how different pop-
ulations perceive and interact with Al writing assistance and ownership. The gender composition
of our sample could also be expanded to examine gender-specific perspectives. Furthermore, as our
study only included participants familiar with Al our findings are less applicable to writers with no
prior familiarity. Future research could investigate the initial reactions and adoption experiences of
Al-naive writers, illuminating potential barriers to entry and differing perceptions of agency in
Al-assisted writing.

Finally, our interview recruitment via social media and email invitations, combined with the
relatively small sample, limits the generalizability of our findings. Our convenience sampling method
may have introduced selection bias by primarily reaching participants from certain networks and
communities, potentially overlooking diverse perspectives from the broader population and failing
to capture the full variety of writing contexts, particularly in fields like creative writing and
professional communication, where there are many different forms. We partially accounted for
this by being selective in our recruitment, aiming to include writers with varied experiences, but
a larger sample of writers can help further deepen our understanding of AI’s role across varied
writing contexts. Additionally, although our participants had experience with a variety of Al writing
tools, all had used ChatGPT, with fewer using alternatives. This concentration of experience with
conversational tools, particularly ChatGPT, may have influenced how participants conceptualized
AT assistance and limited their understanding of the broader AI writing design space. A larger
and more diverse sample of writers using a wider range of Al tools can help further deepen our
understanding of Al’s role across varied writing contexts.

7 Conclusion

Our systematic review of Al-assisted writing research, combined with interviews with writers,
shows that preserving agency and ownership in human-AI collaboration requires a nuanced
understanding of when and how users seek control across writing processes and contexts. We
identified four design strategies in existing research—structured guidance, guided exploration, active
co-writing, and critical feedback—and found that preferences for Al involvement vary significantly
depending on the writing task. Content-focused writers (e.g., academics) emphasize control over
planning and ideation, while form-focused writers (e.g., creatives) value ownership in translation
and revision. Drawing on contextual factors such as time pressure, trust, task importance, and
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perceived competence, we provide design guidance for adaptive systems that preserve user agency.
This includes preferring Al suggestions over direct edits, maintaining clear authorial boundaries,
and offering global and local Al toggles for modulating Al involvement. By aligning system design
with the real-world needs of writers, this work lays the foundation for human-centered Al writing
tools that enable true co-writing, on human terms.
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